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Spring 2002


MAT207:  Strategies for Variable Selection

Case Study 12.1.2 – Sex Discrimination in Employment—An Observational Study

Description:

We return to data from Case Study 1.1.2 which we analyzed in a descriptive manner in Homework #1.  Data come from a file made public by the defense and described by H.V. Roberts, “Harris Trust and Savings Bank:  An Analysis of Employee Compensation” (1979), Report 7946, Center for Mathematical Studies in Business and Economics, University of Chicago Graduate School of Business.  This data set contains information on 32 male and 61 female employees from one job category (skilled, entry-level clerical) of a bank that was sued for sex discrimination.  All employees were hired between 1965 and 1975.  The measurements are of annual salary at time of hire, salary as of  March 1977, sex (1 for females and 0 for males), seniority (months since first hired), age (months), education (years), and work experience prior to employment with the bank (months).

Did females receive lower starting salaries than similarly qualified and similarly experienced males?  After accounting for measures of performance, did females receive smaller pay increases than males?

Graphical Description of Data:
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· little difference in these initial plots between bsal and logbsal, but book uses log transformation, so we will too to be consistent

· both age and exper may need quadratic term, maybe even educ

· may consider 3 indicators for education (although will get essentially the same results using first and second order terms)

· strong relationship between age and exper may be worrisome

· although apparent differences between males and females, not much evidence of any interactions between predictors and gender

· since goal is to convincingly account for variables other than gender, sensible to start model building with saturated second-order model (14 terms = 4 predictors, 4 squared terms, 6 interactions)

Saturated Second-order Model:

· must Transform…Compute all squared terms and interactions (ugh!)

· when doing Analyze…Regression…Linear, it helps to move all candidate predictors to end of spreadsheet

· correlation table from Analyze…Correlate…Bivariate

· VIFs in Coefficients table from selecting Collinearity Diagnostics under Statistics in Linear Regression
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· residual plot looks fine, but high VIFs and lack of significance of any predictors indicates there’s problems with multicollinearity

Identifying Good Subset Models:

· Analyze…Regression…Linear.  Dependent = logbsal; independent(s) = all 14 candidates; Method = stepwise or backward or forward (can set criteria under Options)

a) Stepwise

[image: image8.wmf]Model Summary

.422

a

.178

.169

.1178

.535

b

.287

.271

.1103

.574

c

.329

.306

.1076

.616

d

.379

.351

.1041

.645

e

.415

.382

.1016

.645

f

.415

.389

.1010

.680

g

.462

.431

9.747E-02

Model

1

2

3

4

5

6

7

R

R Square

Adjusted

R Square

Std. Error of

the Estimate

Predictors: (Constant), EDUC2

a. 

Predictors: (Constant), EDUC2, SENBYEDU

b. 

Predictors: (Constant), EDUC2, SENBYEDU,

SENBYEXP

c. 

Predictors: (Constant), EDUC2, SENBYEDU,

SENBYEXP, AGEBYEXP

d. 

Predictors: (Constant), EDUC2, SENBYEDU,

SENBYEXP, AGEBYEXP, EXPER

e. 

Predictors: (Constant), EDUC2, SENBYEDU,

AGEBYEXP, EXPER

f. 

Predictors: (Constant), EDUC2, SENBYEDU,

AGEBYEXP, EXPER, EDUBYEXP

g. 

 [image: image9.wmf]Variables Entered/Removed

a

EDUC2

.

Stepwise (Criteria:

Probability-of-F-to-enter <= .050,

Probability-of-F-to-remove >= .100).

SENBYED

U

.

Stepwise (Criteria:

Probability-of-F-to-enter <= .050,

Probability-of-F-to-remove >= .100).

SENBYEX

P

.

Stepwise (Criteria:

Probability-of-F-to-enter <= .050,

Probability-of-F-to-remove >= .100).

AGEBYEX

P

.

Stepwise (Criteria:

Probability-of-F-to-enter <= .050,

Probability-of-F-to-remove >= .100).

EXPER

.

Stepwise (Criteria:

Probability-of-F-to-enter <= .050,

Probability-of-F-to-remove >= .100).

.

SENBYEX

P

Stepwise (Criteria:

Probability-of-F-to-enter <= .050,

Probability-of-F-to-remove >= .100).

EDUBYEX

P

.

Stepwise (Criteria:

Probability-of-F-to-enter <= .050,

Probability-of-F-to-remove >= .100).

Model

1

2

3

4

5

6

7

Variables

Entered

Variables

Removed

Method

Dependent Variable: LOGBSAL

a. 


b) Backward 




c) Forward
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a-c) Create a model based on sequential variable selection techniques (honoring rule to include linear terms whenever those terms are used in quadratic or interaction terms):
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· some guidelines suggest VIF>10 or Condition Index>30 imply possible problems with multicollinearity

d) Book’s Model (Section 12.6):

· Analyze…Regression…Linear.  Dependent = logbsal; independent(s) = first enter all 4 main effects and hit Next to identify Block 1, then enter remaining 10 predictors as Block 2; Method = stepwise
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· note that even this model is not immune from multicollinearity issues.  However, removing any of these predictors significantly affects performance, plus we’re not planning prediction and we don’t seem to have extremely high standard errors of coefficients

Details of Stepwise procedure:
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Dependent Variable: LOGBSAL
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· can plot residuals against variables in the model (left) to see if a different form of that variable is needed (turns out Age squared does not help), or against variables not in the model (right) to see if those variables should be added

Final Model (add Gender into best subset model):
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b

.773

a

.598

.564

8.528E-02

Model

1

R

R Square

Adjusted

R Square

Std. Error of

the Estimate

Predictors: (Constant), GENDER, EXPER, SENIOR,

EDUC, AGE, AGEBYEDU, AGEBYEXP

a. 

Dependent Variable: LOGBSAL

b. 


[image: image24.wmf]Coefficients

a

8.278

.227

36.460

.000

7.827

8.729

-3.48E-03

.001

-.276

-3.830

.000

-.005

-.002

.910

1.099

9.147E-04

.000

.993

2.562

.012

.000

.002

.032

31.707

4.235E-02

.016

.748

2.700

.008

.011

.074

.062

16.205

2.181E-03

.001

1.535

3.650

.000

.001

.003

.027

37.372

-5.46E-05

.000

-.780

-1.876

.064

.000

.000

.027

36.529

-3.23E-06

.000

-1.594

-3.608

.001

.000

.000

.024

41.207

-.120

.023

-.442

-5.219

.000

-.165

-.074

.660

1.515

(Constant)

SENIOR

AGE

EDUC

EXPER

AGEBYEDU

AGEBYEXP

GENDER

Model

1

B

Std. Error

Unstandardized

Coefficients

Beta

Standardi

zed

Coefficien

ts

t

Sig.

Lower Bound

Upper Bound

95% Confidence Interval for B

Tolerance

VIF

Collinearity Statistics

Dependent Variable: LOGBSAL

a. 


· although some high leverages, no real problems with influential points
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